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This vignette contains some of the computations that underlie the nu-
merical code of vsn. If you are a new user and looking for an introduction on
how to use vsn, please refer to the vignette Robust calibration and variance
stabilization with vsn, which is provided separately.

1 Likelihood for Incremental Normalization

Here, incremental normalization means that the model parameters µ1, . . . , µn

and σ are already known from a fit to a previous set of µarrays, ie a set of
reference arrays. See Section 2 for the profile likelihood approach that is
used if µ1, . . . , µn and σ are not known and need to be estimated from the
data. The latter is the approach that was presented in the initial publication
on vsn [1] and implemented in versions 1.X of the package.

The probability of the data is
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where h(y) ≡ h(y, a, b) = arsinh(a + by),
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and the integration is over a volume element of y-space. With
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and the negative log-likelihood
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This is what we want to optimize as a function of a and b. The optimizer
benefits from the derivatives. The derivative with respect to a is
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and with respect to b
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2 Profile Likelihood

The derivation of the negative log profile likelihood is given in reference [2].
It turns out that the expression is contains similarities to Equation (2), and
the expression for its gradient is obtained similarly as that in Equations (3)
and (4).
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